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Macro-Econometrics
Homework Assignment #11 (150 points)

The data set NYSE.XLS contains a series called COMPOSITE, which are the daily closing values for the NYSE index from January 3, 1995 to August 30, 2002.  The following exercises follow those in section 10 of the textbook.  

(a).  Construct the daily return as rt = ln(COMPOSITEt) - ln(COMPOSITEt-1).  Graph the series.  Do you think it makes sense to model this series assuming a constant conditional mean for this sample of data?  What about the conditional variance?  Why not?

[image: ]
The plot of the time series data of rt exhibits a conditional nature. Therefore, a conditional mean and conditional variance can be assumed for the series.

 
(b).  Begin by estimating a MA(2) model for the conditional mean and a constant conditional variance.  



Save the residuals from the above regression and create another series where the residuals are squared.  Now test for time-varying variance by running the following regression:


 

where the terms in the regression are the squared-residuals from your MA(2) regression.  What is the F-statistic associated with the null hypothesis that all of the coefficients on the lagged variables are equal to zero?  Can you reject this hypothesis?  If so, what does this mean? 

	Dependent Variable: R

	Method: Least Squares

	Date: 04/19/18   Time: 08:44

	Sample(adjusted): 2 1931

	Included observations: 1930 after adjusting endpoints

	Convergence achieved after 4 iterations

	Backcast: 0 1

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	 0.000353
	 0.000235
	 1.504086
	 0.1327

	MA(1)
	 0.069261
	 0.022761
	 3.043012
	 0.0024

	MA(2)
	-0.041346
	 0.022761
	-1.816508
	 0.0694

	R-squared
	 0.006863
	    Mean dependent var
	 0.000353

	Adjusted R-squared
	 0.005832
	    S.D. dependent var
	 0.010062

	S.E. of regression
	 0.010033
	    Akaike info criterion
	-6.364383

	Sum squared resid
	 0.193962
	    Schwarz criterion
	-6.355732

	Log likelihood
	 6144.629
	    F-statistic
	 6.657869

	Durbin-Watson stat
	 1.997155
	    Prob(F-statistic)
	 0.001314

	Inverted MA Roots
	       .17
	      -.24



	Dependent Variable: RESID2

	Method: Least Squares

	Date: 04/19/18   Time: 08:47

	Sample(adjusted): 6 1931

	Included observations: 1926 after adjusting endpoints

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	 5.88E-05
	 6.58E-06
	 8.929333
	 0.0000

	RESID2(-1)
	 0.154016
	 0.022797
	 6.755913
	 0.0000

	RESID2(-2)
	 0.102215
	 0.022906
	 4.462271
	 0.0000

	RESID2(-3)
	 0.119154
	 0.022908
	 5.201436
	 0.0000

	RESID2(-4)
	 0.041217
	 0.022799
	 1.807846
	 0.0708

	R-squared
	 0.072904
	    Mean dependent var
	 0.000101

	Adjusted R-squared
	 0.070974
	    S.D. dependent var
	 0.000252

	S.E. of regression
	 0.000243
	    Akaike info criterion
	-13.80184

	Sum squared resid
	 0.000114
	    Schwarz criterion
	-13.78740

	Log likelihood
	 13296.17
	    F-statistic
	 37.76537

	Durbin-Watson stat
	 2.010250
	    Prob(F-statistic)
	 0.000000




The F-statistic associated with the null hypothesis that all of the coefficients on the lagged variables are equal to zero is 37.76537. Its p-value is 0.000. Therefore, we can reject the null hypothesis of coefficients on the lagged variables are equal to zero. This means that the conditional variance exist in the series.



(c).  Now re-estimate the MA(2) model, but use an GARCH(1,1) model for the conditional variance: 




What are estimates do you obtain for α and β?  How do you interpret them in light of this example (stock market returns and volatility)?  What do you notice about the estimates of the MA terms compared to the results in (b)?
 
	Dependent Variable: R

	Method: ML - ARCH

	Date: 04/19/18   Time: 08:49

	Sample(adjusted): 2 1931

	Included observations: 1930 after adjusting endpoints

	Convergence achieved after 24 iterations

	Backcast: 0 1

	
	Coefficient
	Std. Error
	z-Statistic
	Prob.  

	C
	 0.000754
	 0.000206
	 3.653444
	 0.0003

	MA(1)
	 0.104035
	 0.024605
	 4.228235
	 0.0000

	MA(2)
	 0.001954
	 0.023155
	 0.084395
	 0.9327

	
	       Variance Equation

	C
	 1.25E-06
	 2.66E-07
	 4.692981
	 0.0000

	ARCH(1)
	 0.110119
	 0.009719
	 11.32973
	 0.0000

	GARCH(1)
	 0.885853
	 0.009825
	 90.15955
	 0.0000

	R-squared
	 0.002937
	    Mean dependent var
	 0.000353

	Adjusted R-squared
	 0.000346
	    S.D. dependent var
	 0.010062

	S.E. of regression
	 0.010060
	    Akaike info criterion
	-6.596218

	Sum squared resid
	 0.194729
	    Schwarz criterion
	-6.578916

	Log likelihood
	 6371.350
	    F-statistic
	 1.133467

	Durbin-Watson stat
	 2.058808
	    Prob(F-statistic)
	 0.340359

	Inverted MA Roots
	      -.02
	      -.08




The estimates we obtain for α and β are 0.104035 and 0.001954 respectively. The estimated value of α is about 0.1 for presents that the stock market return is jumpy or nervous. The value of β is very low which indicates volatility with a high vol-of-vol. 
The coefficient of MA(1) term is larger now and coefficient of MA(2) term is much smaller with opposite sign. 


(d).  Now estimate a ARCH-M model for the conditional mean and a GARCH(1,1) model for the conditional variance:



What estimated value do you obtain for γ?  How do you interpret this coefficient in light of this example?  Does it have the “right” sign?  Is it significantly different from zero? 

	Dependent Variable: R

	Method: ML - ARCH

	Date: 04/19/18   Time: 08:56

	Sample(adjusted): 2 1931

	Included observations: 1930 after adjusting endpoints

	Convergence achieved after 22 iterations

	Backcast: 0 1

	
	Coefficient
	Std. Error
	z-Statistic
	Prob.  

	GARCH
	 5.357653
	 3.822551
	 1.401591
	 0.1610

	C
	 0.000402
	 0.000302
	 1.331909
	 0.1829

	MA(1)
	 0.104305
	 0.025245
	 4.131733
	 0.0000

	MA(2)
	 0.004363
	 0.023880
	 0.182723
	 0.8550

	
	       Variance Equation

	C
	 1.36E-06
	 3.40E-07
	 4.014235
	 0.0001

	ARCH(1)
	 0.120516
	 0.010409
	 11.57820
	 0.0000

	GARCH(1)
	 0.875498
	 0.010719
	 81.67927
	 0.0000

	R-squared
	 0.004920
	    Mean dependent var
	 0.000353

	Adjusted R-squared
	 0.001815
	    S.D. dependent var
	 0.010062

	S.E. of regression
	 0.010053
	    Akaike info criterion
	-6.589091

	Sum squared resid
	 0.194341
	    Schwarz criterion
	-6.568906

	Log likelihood
	 6365.473
	    F-statistic
	 1.584701

	Durbin-Watson stat
	 2.055105
	    Prob(F-statistic)
	 0.147611

	Inverted MA Roots
	  -.05 -.04i
	  -.05+.04i



The estimated value we obtain for γ is 5.357653. The p-value of the estimated coefficient value is 0.1610. This suggests that the mean of a series does not depend on its conditional variance. This has the “right” sign. It is not significantly different from zero. Hence, return uncertainty as measured by the conditional variance of return does not affect average return.


(e).  The models estimated above do not represent a systematic study of how to model NYSE returns.  Very briefly describe what steps you would take to make such a study. 

First plot the time series as a line graph. Look at ACF and PACF plots for orders of AR(p) and MA(q). Using these AR and MA terms, run for ARIMA forecasting, and after this see if there is any ARCH effect using the residual diagnostics ARCH-LM test. Having seen that there are ARCH effects, estimate a GARCH(1,1).
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